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Signal spaces

Discrete-time signals (sequences)
un€ezZ-u, €C
—Ifvn € N,u,, € R, then u is referred to as a real
sequence

Continuous-time signals (functions)
fixeER->f(x)€eC
—IfVx € R, f(x) € R, then f is referred to as a real
function



Signals with bounded support

Finite signals (FS): for a given N € N,
u:n€e{01,...N—1}-u, €C

Equivalently, u € CV

If u € RY we have a real FS

Periodic signals (PS):

a real PS

S f) EC

-,f(x) € R, we say that f is
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= Sequences spaces

Bounded sequences
u € 1% & ||lullo = sup{lu,|} < +oo

n

Square-summable sequences

uel*e lull, = \/anunlz < +0

Absolutely summable sequences

well o flully = ) fuy| < +oo
n
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Convolution

* We have the following table

« | 1 2 =
Lot 2
2| 2 —
£ £ - =

* Practical rule:

PL % P — fP

0?2 x 2 — ¢*
The other cases, the convergence is not guaranteed
(example : convolution of 2 constant-valued series)



Signal spaces

L'(R) : absolutely integrable functions

fell(R) ] |f(x)]|dx < 4+
R

L%(R) : finite energy (square-integrable) functions

feL‘(R) f |f () [?dx < +o0
R

L (R) : bounded functions
fEL®(R) e 3ICER:|f(x)] <Ca.e.



Signal spaces for finite signals

* Any finite signal belongs to a normed space,
namely, CN or RN

* For periodic signals, we have

= (=D e (=D < (=240
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Systems

* A system is an operator transforming a signal into
another signal

* Typically, we consider systems that transform
functions into functions, sequences into
sequences, PS into PS and FS into FS (exceptions:
A/D and D/A converters)

* Continuous system:
r.f->g=T[f]

* Discrete system:
T:u—->v="T|ul

* Formally, the same notation



Linear Time-lnvariant
(LT1) Systems

1. Linearity:
Va,f: Tlaf] = aT[f]
Vi fo: Tl + f2l =Tl + TIf]

2. Time-invariance:
vf,A,  TIf1=g=T[f*] = g*
Where the notation f4 stands for a shifted version
of f: f2(t) = f(t — A)
The possible values for A and the meaning of (t — A)
depend on the signal space.
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e Examples
Tlul=v
Up = Uy +Up_q + 3Upsq
Un = Ugp

Up = max{uy, Up_1, Unt1}

Tlfl=g
t+1/2
g(t) = f F(x)dx
t—1/2
g(t)=f(t—-1)

g(t) = f(t) cosZmfot + @)



Impulse response of a LT|

_(1lifn=20
On = {o ifn+0
Impulse response of T : h = T[6]
Hypothesis : h € £1

Linear system as convolution: use u = ),,, u,,6,,

v=Tlul=T Zun5" = ZunT[5”] = Zunh”

- n . n n

Um = z Unhy = Z Uphp—n = (u * h)m

n n




Stable LTI

* We consider the BIBO-stable systems
— BIBO: bounded input-bounded output

* Necessary and sufficient condition:
h et
hell



Fourier waves

* Fourier waves (FW) at frequency v have the
following expression :

- . 11
INZ,n — e?™" withv € [——,5[

2
In R, x = e?"™* withv € R

An LTI always transforms a FW into a FW with
the same frequency



Proof (sequences)

U, = p2imnv
u;{l — eZlTL’(Tl—m)v

(T[u])n — z th'Ll,;q1 = z thZiTL'(n—m)v —
m m

— QZLnnvz hme—Zanv =u, h(v)
m

fl(v) =Zm hme —2immy



o = |

Find A(v)

N

E(V) — z p~2imvm _

m=—N

sin[(2N+1)mtv]
sin v

{2N+1

Example

0 otherwise

20

lifn € {~N,-N +1,..,N — 1, N}

15}

ifv =20 5

otherwise \/\/\/\N\A/\N
. |

-0.5
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Continuous systems

Using the Dirac’s delta, we can extend the
previous results to continuous systems:

h =T[&]
gx) =T[f1(x) = [ h(®O)f(x — t)dt

T[QZintv] — E(V) eZiTttv

h(v) =fh(t)e‘2i”"tdt
R



Summary

e |f T is an LTI system:
— It is characterized by its impulse response.

— It is characterized by its frequency response.

 The impulse response defines the operation
of the LTI via the convolution

* The frequency response defines the LTl via
Its operation on FWs
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LTI on Finite signals

* To transpose the theory of LTI to these signals, it is
enough to define :

— Linear operations (obvious)
— Time shift:

Shifton {0, ..., N — 1}
— Fourier waves



Time shift for a finite signal

(u™), = u,_,, for time sequences

For finite signals, n — m can be outside
{0,1,... N — 1}

Solution : redefine the sum and difference in
{0,1,... N — 1}

n Gym = (n+m)Mod N

We continue to denote n + m when there is no
ambiguity
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Time shift for a finite signal

(um)n — u(n—m)Mod N

Interpretation :

Define the time sequence U, = U, yod v
A period of @t coincides with u

We define u™ as a period of @i’

This guaranteesVm € Z, (u™)™™ =u

The shift defined by this formula is called
Circular shift (circular permutation)
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Example of circular shift
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LTI for finite signals

* For any finite signal u one can write :
u =uyd® +ud + uy_ 6V = Xu

Then, by definition of LTI,

N-1 N-1
v=Tlu] = 2 U, T[6™] = 2 U, h"™
m=0 m=0

Where h™ is the time-shifted version of the
impulse response T|0]



LTI for finite signals

* We find:
N-1 N-1
Un = 2 U (W), = 2 umh(n—m) Modn = (U ®y h)y,
m=0 m=0

This is the circular convolution or convolution of finite
signals

It has all the properties of an ordinary convolution :
Commutativity, associativity, linearity
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= Circular and ordinary convolution

Let u et h be finite signals of length N
Let i1 be the sequence defined by periodization of u
vn € Z, Upn = Up Mod N

Let v = u ®y v be the circular convolution of u and h

N-1 N-1
Un = z hmu(n—m) Mod N — Z hma(n—m) = (h =),
m=0 m=0

Here we use the same notation h for a finite support sequence
and a finite signal

The circular convolution is therefore the same as an ordinary
convolution with a periodic (periodized) signal
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= Formulas for Fourier waves

* Itis easy to check that the following functions satisfy the
properties of the Fourier waves:

.k
¢p:n€{01,..,N—1} > *™"
with k € {0,1,...,N — 1}

. k
We call wave frequency the rational number "
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“--Application of an LTl on Fourier waves

ZinEn
¢n = e N
N-—1

T|p]l,, = z h,,exp{2i n%[(n — m)Mod N|}

m=0

(n—m)ModN =n—m+ pN

N-1

=90 Y hmexp(-2imrm) = C(O,

m=0



